Predicting secondary electron emission rate in Hall Effect Thrusters
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The plasma-wall interaction in Hall Effect Thrusters (HETs) is discussed. New insights from Particle-in-Cell (PIC) simulations show that the electrons are not isothermal in the sheath when the neutral gas density is low. Using a polytropic state law for the electrons, we modify the sheath model with electron-induced secondary electron emission proposed by Hobbs (1967). We show that the improved sheath model allows us to predict accurately the secondary electron emission rate measured in the PIC simulations. It could explain the discrepancies between the experimental measurement and the simulations, and hence pave the way to more accurate HET modeling.

Nomenclature

$\sigma$ = secondary electron emission probability
$\sigma_0$ = minimum secondary electron emission probability
$\epsilon^*$ = crossover energy
$\bar{\sigma}$ = secondary electron emission rate
$\epsilon = \frac{m_e v_e^2}{2}$ = electron energy, with $m_e$ the electron mass and $v_e$ the electron velocity
$f$ = electron distribution function
$n_e$ = electron density
$p_e$ = electron pressure
$T_e$ = electron temperature
$e$ = elementary charge
$E_0$ = axial electric field
$B_0$ = radial magnetic field
$\phi$ = plasma potential
$\Delta \phi$ = plasma potential drop in the sheath
$\gamma$ = polytropic index
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I. Introduction

All materials are known to affect the behavior and performances of the Hall Effect Thrusters (HET). However, there is no proper understanding of the way the material changes the HET performances. Consequently, during the development of a HET either several wall materials are tested, hence increasing dramatically its cost and time, or only one material is used, therefore missing a possible more effective thruster configuration. A better understanding of the plasma-wall interaction is needed to improve the HET understanding and performances.

The main physical phenomena proposed to explain the observed impacts of the wall material on the HET is the secondary electron emission (SEE) induced by electron impact. Recent particle in cell (PIC) simulations have shown that the SEE does not necessarily affect the electron cross-field transport which comes from predominantly both the azimuthal instability and the electrons-wall collisions. On the other hand, an increase of the SEE yield can reduce the sheath potential drop at the wall, hence increasing the electron power losses. While this observation has already been made in both experiments and fluid simulations, a significant discrepancy lies between the two. In this work, we present new insights from a 2D PIC simulation, and propose a new sheath model to better predict the SEE rates.

II. Bi-dimensional radial-azimuthal PIC simulations

In this work, simulations are carried out with the Particle-In-Cell (PIC) simulation code, LPPic, developed at LPP. This code has been used in several studies on low temperature low pressure plasmas. More details on its implementations, performances, and validation can be found elsewhere.

A. Presentation of the 2D PIC simulations

The radial-azimuthal exit plane of a HET is modeled using a 2D PIC simulation. The channel curvature is neglected, hence a Cartesian mesh is used. A uniform axial electric field $E_0$ and a uniform radial magnetic field $B_0$ are fixed. Figure 1 gives a schematic representation of the simulation domain. The radial length is $L_R = 2$ cm, and the azimuthal length is $L_\theta = 0.5$ cm. Is overlaid the radial-azimuthal distribution of the electron density $n_e$. We see in Fig. 1 the azimuthal instability on $n_e$, which wavelength is of the order of the millimeter. The axial convection is modeled by fixing a finite length $L_Z$ in the third direction. Particles exiting the axial domain are removed, and new particles are generated to conserve the quasineutrality. We use $L_Z = 1$ cm. Ionization is not self-consistently modeled, but instead, we use a fixed ionization rate to balance the radial losses. Consequently, the plasma density remains constant, and the simulations converge after a few microseconds toward a steady state.

The radial boundaries are grounded, but they do not drive current. Thus, a floating sheath self-consistently forms to obtain the charge conservation in the plasma. The secondary electron emission is modeled using a linear law for the emission probability. When an electron reaches the wall, the probability of emission is

$$\sigma(\epsilon) = \begin{cases} \sigma_0 + (1 - \sigma_0) \frac{\epsilon}{\epsilon^*} & \text{if } \epsilon < \epsilon_{\text{max}} \\ \sigma_{\text{max}} & \text{if } \epsilon \geq \epsilon_{\text{max}} \end{cases} \quad (1)$$

where $\epsilon = \frac{m_e}{2} v_e^2$ is the kinetic energy of the primary incoming electron, $\sigma_0$ is the asymptotic probability of emission at energy null, $\epsilon^*$ is the crossover energy above which the probability of emission is higher that one, $\sigma_{\text{max}}$ is the maximum probability and $\epsilon_{\text{max}} = \frac{\sigma_{\text{max}} - \sigma_0}{1 - \epsilon_0} \epsilon^*$ is the minimum energy for which $\sigma = \sigma_{\text{max}}$. The emission rate $\bar{\sigma}$ corresponds to the emission probability averaged over the electron flux

$$\bar{\sigma} = \frac{\iint_{v_e \cdot n > 0} n_e(\epsilon) \sigma(\epsilon) f(\epsilon) d^3v}{\iint_{v_e \cdot n > 0} n_e f(\epsilon) d^3v}$$

with $v_e$ the electron velocity vector, $f$ the electron velocity distribution function, and $n$ the unit vector normal to and toward the wall. With a Maxwellian distribution function of temperature $T_e$, neglecting the saturation at $\sigma_{\text{max}}$, we obtain

$$\bar{\sigma}_{\text{Maxw}} = \sigma_0 + (1 - \sigma_0) \frac{2T_e}{\epsilon^*}. \quad (2)$$
We recall that if the emission rate $\bar{\sigma}$ is too large, the sheath enter the Space Charge Limited regime (SCL). In this regime, a potential well forms close to the wall so that emitted electron are reflected to the wall. Therefore, the effective rate is limited to the critical value $\bar{\sigma}_{cr} \simeq 0.983$ for a xenon plasma.

B. Simulation result

We use the SEE parameters $\epsilon^* = 50 \text{ V}$ and $\sigma_0 = 0.5$, which are on the order of those for the typical ceramic used in HETs. Table 1 presents the results of the simulation for the electron temperature and the SEE rate measured $\bar{\sigma}_{PIC}$. The value of Eq. (2), using the electron temperature measured $T_e$ is also given.

Table 1. Results of the 2D PIC simulation, averaged over the whole simulation domain and in time over 5µs during the steady state.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron temperature $T_e$</td>
<td>48.3 V</td>
</tr>
<tr>
<td>SEE rate $\bar{\sigma}_{PIC}$</td>
<td>0.85</td>
</tr>
<tr>
<td>Results of Eq. (2) $\bar{\sigma}_{th}$</td>
<td>1.37</td>
</tr>
</tbody>
</table>

We can see that the prediction of Eq. (2) overestimates the SEE rate, compared to the values measured in the 2D PIC simulations. This discrepancy is similar to the one noted by Raistes et al. (2005) between fluid models and experimental measurements. In order to explain the discrepancy between the SEE rate measured and the theory, Figure 2 shows the radial profile of the electron temperature averaged in time over 5µs and in the azimuthal direction.

We see in Fig. 2 that the electron temperature is not uniform, but instead decreases drastically from the plasma bulk to the wall. Therefore, the isothermal hypothesis do not stand. In addition, it could explain the reason why the SEE rate observed in the simulation is lower than the PIC simulations.

Figure 3 shows, the evolution in logarithmic scale of the electron pressure $p_e = n_e e T_e$, with $n_e$ the
Figure 2. Radial profile of the electron temperature averaged in the azimuthal direction, and in time over 5µs during the steady state.

Figure 3. Evolution in logarithmic scale of the electron pressure $p_e = n_e e T_e$, with $n_e$ the electron density and $e$ the elementary charge, as a function of $n_e$ at each radial position. The markers correspond to the PIC simulation results (one marker every ten cells), and the line corresponds to a linear fit, which constant of proportionality $\gamma$ is given in the legend.

electron density and $e$ the elementary charge, as a function of $n_e$ at each radial position. We can see that the evolution in log scale of $p_e$ is proportional to $n_e$, which corresponds to the polytropic state law:

$$\nabla (p_e n_e^\gamma) = 0,$$

with $\gamma$ the polytropic index. The value of $\gamma$ measured in the PIC simulations is $\gamma = 1.35$. Using the electron momentum conservation equation

$$\nabla (n_e T_e) - n_e \nabla \phi = 0,$$

with $\phi$ the plasma potential, the polytropic state law results in

$$\nabla T_e = \frac{\gamma - 1}{\gamma} \nabla \phi$$

which explains the radial profile of the electron temperature. In the next section, we use Eq. (5) to close the electron set of equations in the sheath model.
III. Sheath model with Secondary Electron Emission and polytropic electrons

We suppose the sheath collisionless. The floating sheath forms so that we obtain the current equality at the wall

$$ \Gamma_i = (1 - \bar{\sigma}) \Gamma_e, $$

with $\Gamma_i$ and $\Gamma_e$ the ion and electron fluxes, respectively. The ion flux is conserved in the sheath (there is no ionization), hence we have the modified Bohm flux for polytropic electrons

$$ \Gamma_i = n_0 \sqrt{\frac{e T_{e0}}{m_i}}, $$

with the subscript 0 designing the sheath edge. The electron flux at the wall is a thermal flux, with the electron density and temperature at the wall

$$ \Gamma_e = \frac{1}{4} n_{e,w} \sqrt{\frac{8e T_{e,w}}{\pi m_e}}. $$

The electron density $n_{e,w}$ and temperature $T_{e,w}$ at the wall are related to the sheath edge values with Eqs. (4) and (5). We obtain the equation for the plasma potential drop from the sheath edge to the wall $\Delta \phi$

$$ (1 - \bar{\sigma}) \left[ 1 + \frac{\gamma - 1}{\gamma} \frac{\Delta \phi}{T_{e0}} \right]^{\frac{1}{\gamma}} \sqrt{1 - \frac{\gamma - 1}{\gamma} \frac{\Delta \phi}{T_{e0}}} = \sqrt{\frac{4e \pi m_e}{m_i}}. $$

We solve Eq. (9) to obtain the potential drop $\Delta \phi$ as a function of the electron temperature at the sheath edge $T_{e0}$. The SEE rate $\bar{\sigma}$ is obtained with Eq. (2) with the electron temperature at the wall $T_{e,w}$, and with a saturation at $\sigma_{cr}$. Figure 4 shows the solution $\Delta \phi$ as a function of the electron temperature.

![Figure 4. Potential drop between the sheath edge and the wall as a function of the electron temperature at the sheath edge $T_{e0}$, obtained by solving Eq. 9.](image)

We see that Eq. (9) resents up to three solutions between $T_e = 35$ and 55 V. This is because both the SEE rate $\bar{\sigma}$ and the primary electron flux $\Gamma_e$ depend on the plasma potential. For $T_e = 48.3$ V (value measured in the PIC simulation), we read $\Delta \phi = 49.4, 102.7$ and 132.2 V.

The three solutions obtained correspond to three different states of the sheath. We can expect that starting the simulation from a low value of $T_e$ and heating the electrons, the sheath would remain in the same state until the threshold temperature value $T_e = 55$ V is reached. Then, the sheath would jump the other state. Therefore, for $T_e = 48.3$ V the sheath remains on the upper branch. In this case, using Eq. (5) we obtain $T_{e,w} = 14$ V, hence $\bar{\sigma}_{th} = 0.8$, in better agreement with $\bar{\sigma}_{PIC}$ than using the isothermal hypothesis.
IV. Conclusion

Using 2D PIC radial-azimuthal PIC simulations, we observe a large discrepancy between the electron-induced secondary electron emission rate measured in the simulation and the theoretical value. We show that the origin of the discrepancy is the evolution of the electron temperature in the sheath, which is not isotherm. On the contrary, the electrons follow a polytropic state law, which polytropic index is close to $\gamma = 1.35$.

Using the polytropic state law, we derive a new sheath model that takes into account the secondary electron emission. This modified sheath model allows us to accurately obtain the emission rate measured in the PIC simulation. This new sheath model may explain the discrepancies observed between the experimental measurement and the models. The modified sheath model requires one new parameter: the polytropic index $\gamma$ for the electrons, that depends exclusively on the electron velocity distribution function. 11 This parameter could be determined by radially resolved measurements of $T_e$ and $n_e$, measurement of the electron velocity distribution function, or via kinetic models (Monte Carlo model, Direct kinetic simulations, or with analytic approaches).

Lastly, the model presented here has to be coupled with the neglected effects of magnetic mirrors and the channel curvature. 14
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