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Previous fully kinetic PIC simulations showed that the electrons in the plasma plume emitted from electric propulsion thrusters are non-equilibrium and the electron temperature is anisotropic. To further study the electron kinetic properties in plasma expansion and to reduce the interference from numerical noise in particle simulations, this study presents a grid-based Vlasov method model. This model is benchmarked against particle-in-cell simulations and analytical solutions on semi-infinite collisionless plasma expansion and finite-size collisionless plasma expansion. It is shown that the Vlasov model captures the same anisotropic kinetic characteristics observed in previous full PIC simulation results and eliminates the interference from the typical numerical noise in a PIC model.

I. Introduction

Electric thruster plume is a fundamental problem in electric propulsion (EP), and has been investigated extensively. The propellant beam ions and neutralizing electrons from ion and Hall thrusters form a mesothermal plasma flow with $v_i \ll v_d \ll v_{te}$, where $v_i$, $v_d$ and $v_{te}$ are the ion thermal velocity, beam velocity, and electron thermal velocity, respectively. For typical EP application problems, the plume can be considered collisionless as the collision mean free path is much larger than the plume characteristic length.

Most EP plume simulation models are based on the hybrid particle-in-cell (PIC) method.1–4 In a hybrid PIC model, the ions are modeled as macroparticles while the electrons are modeled as an equilibrium massless fluid to save on computational time. A common approach is to treat the electrons as a massless, isothermal, ideal gas. From the electron state equation and momentum equation, one obtains the Boltzmann relation between the electron density $n_e$ and the electric potential $\Phi$:

$$n_e = n_0 \exp \left[ \frac{e(\Phi - \Phi_0)}{k_b T_{e0}} \right],$$  

where $n_0$, $\Phi_0$ and $T_{e0}$ are the plume density, potential and electron temperature at thruster exit, respectively. Eq (1) has been used in almost all plasma plume simulation models so far. However, recent fully kinetic PIC simulation studies by Hu and Wang5–7 showed that the electrons in a plasma plume are highly non-equilibrium and the electron temperature is anisotropic. Hence, neither the Boltzmann relation, eq(1), nor the more general polytropic law appears to be a good assumption for modeling electrons in plasma plumes.

The work presented here is part of an ongoing study that extends the previous work of Hu and Wang5–7 to further investigate the kinetic characteristics in collisionless mesothermal plasma plume expansion. A major limitation in any PIC model is the inherent statistical noise. In particular, the statistical noise due to insufficient number of macro-particles interferes with the analysis of the thermodynamics and energy flow.
in a collisionless plasma flow. Hence, we are motivated to explore an approach other than PIC so to reduce the numerical noise. This paper develops a grid-based fully kinetic simulation model.

Plasma expansion is also a classical problem that has been studied extensively theoretically. Previous theoretical/analytical studies include 1-D semi-infinite plasma expansion\(^8\)–\(^{13}\) and 1-D finite-size plasma expansion.\(^{14}\)–\(^{22}\) Under the quasi-neutral isothermal assumption and using a fluid model for both the ions and electrons, the semi-infinite plasma expansion can be described by the self-similar solution.\(^8\),\(^9\) Mora and Pellet\(^{12}\) treated the electrons kinetically and found that the self-similar solution is a zeroth-order approximate solution. For the finite-size plasma expansion problem, theoretical studies showed that the electron temperature is strongly inhomogeneous and the expansion drives the electron velocity distribution function towards a non-Maxwellian distribution. Hu and Wang\(^7\) showed that the plasma plume expansion process in the axial direction is analogous to a semi-infinite plasma expansion and that in the radial direction is analogous to a finite-size plasma expansion. Hence, in this paper, we use 1-D semi-infinite plasma expansion and finite-size plasma expansion as benchmark applications to validate the numerical code.

II. Simulation Model

The Vlasov equation provides the general kinetic description of a collisionless plasma system. Here, we consider an unmagnetized, collisionless plasma:

\[
\frac{\partial f_\alpha}{\partial t} + v \cdot \nabla_x f_\alpha + a \cdot \nabla_v f_\alpha = 0
\]  

(2)

where \(f_\alpha(x,v,t)\) is the velocity distribution function. The acceleration term in equation 2 is

\[
a = \frac{F_\alpha}{m_\alpha} = \frac{q_\alpha \cdot E}{m_\alpha} = -\frac{q_\alpha \nabla \Phi}{m_\alpha}
\]  

(3)

The electric potential, \(\Phi\) needs to be solved self-consistently using the Poisson equation

\[
\nabla \cdot (\varepsilon_0 \nabla \Phi) = -e(Z_i n_i - n_e)
\]  

(4)

where \(Z_i\), \(n_i\), and \(n_e\) denote the charge number, ion number density, and electron number density, respectively. The macroscopic properties of the system are described by moments of the velocity distribution function

\[
< M_n > = \int_{-\infty}^{\infty} M_n f dv
\]  

(5)

The general numerical approach to solve the Vlasov equation may be classified into two different types of methods. The first one is the particle-based method. The particle method uses the Lagrangian scheme and solve the Eq (2) by tracking the trajectories of macro particles. The physical variables and information are obtained from the statistics of particles’ information. PIC falls into this category. The particle method is easy to implement and but may suffer from inherent numerical noise. The second one is the grid-based method. The grid-based method directly solves Eq (2) for the velocity distribution in the discrete phase space. This method has no inherent statistical noise. However, comparing to PIC, the numerical implementation is more involved and computational cost is typically much higher.

A. Numerical Scheme

While the Vlasov-Poisson system is a non-linear system, the Vlasov equation itself is a first-order hyperbolic partial differential equation (PDE). Many numerical schemes have been developed to solve hyperbolic PDEs. The numerical schemes may be divided into two categories. The first one is splitting the dimensions so to make the Vlasov equation a group of linear advection partial differential equations.\(^{23}\),\(^{24}\) The second one is unsplit methods.\(^{25}\),\(^{26}\) The semi-Lagrangian method is broadly used for the first category and the Full-Eulerian method is broadly used for the second one. The finite difference,\(^{27}\) finite volume,\(^{28}\),\(^{29}\) finite element\(^{30}\) methods are used to discrete the phase spaces. While the grid-based Vlasov simulation method has been mostly used by the fusion\(^{31}\),\(^{32}\) and astrophysics community,\(^{33}\),\(^{34}\) it was applied in several EP studies recently.\(^{35}\),\(^{36}\)
In our simulation the simulation method need to fulfill several properties. The conservation of the flux and average need to be guaranteed:
\[
\int_{x_{i-1/2}}^{x_{i+1/2}} f_h(x) \, dx = \Delta x \cdot f_i
\]  
(6)

Since the distribution function is always positive, the scheme needs to ensure that:
\[
0 \leq f_h(x) \leq f_\infty, \text{ where } f_\infty = \max_{j \in I} f_j
\]  
(7)

\[
f_h(x) \geq 0, \quad f(x) \geq 0
\]  
(8)

The numerical scheme used in this work is the Positive Flux Conservation (PFC) method. This method can satisfy all of the requirements mentioned above and achieve an up to fifth order accuracy. The PFC scheme used in our simulation is chosen to be the third-order one to balance the accuracy requirement and the computational cost.

The Vlasov equation under the PFC scheme can be written into the following conservation form:
\[
\int_{x_{i-1/2}}^{x_{i+1/2}} f(t^{n+1}, x) \, dx = \Psi_{i-1/2}(t^n) + \int_{x_{i-1/2}}^{x_{i+1/2}} f(t^n, x) \, dx - \Psi_{i+1/2}(t^n)
\]  
(9)

where the \( \Psi \) is defined as the numerical flux:
\[
\Psi_{i+1/2}(t^n) = \int_{X(t^n,t^{n+1},x_{i+1/2})} f(t^n, x) \, dx
\]  
(10)

In Eq (9), the term \( X(t^n,t^{n+1},x_{i+1/2}) \) is the start at time \( t^n \) level of a characteristic line with an end as \( x_{i+1/2}(t^{n+1}) \). Details of how to construct the numerical flux \( \Psi \) can be found in Filbet’s work.

The boundary condition for Vlasov equation in this work is the fixed boundary condition in the spatial space. In the velocity space, the so-called “cut-off” boundary condition is applied. A sufficiently large velocity is selected to ensure that the velocity distribution function approaches zero (in this work selected to be \( 1 \times 10^{-12} \)) at the boundary. Thus the boundary condition given in velocity space is a zero-value Dirichlet boundary condition. One also needs to ensure that the plasma “particles” can not travel more than one grid cell in both spatial space and velocity space. Thus although the PFC scheme does not need the CFL condition itself, in practice we need to ensure the CFL condition.

\[
\begin{align*}
\frac{v_{\text{max}}}{\Delta x} \frac{dt}{dx} & \leq 1 \\
\frac{a_{\text{max}}}{\Delta t} \frac{dt}{dx} & \leq 1
\end{align*}
\]  
(11)

Thus the time step need to be chosen carefully for the grid cell size.

**B. Simulation Setup**

All of variables in the simulation model are normalized respect to the electron parameters at initial time moment’s phase space. The Debye length is defined to be \( \lambda_{D0} = \sqrt{\epsilon_0 k_b T_0 / n_0 e^2} \) and the electron plasma frequency at the initial moment is defined to be \( \omega_{pe0} = \sqrt{n_0 e^2 / \epsilon_0 m_e} \). The thermal velocity of electrons is defined to be \( v_{te0} = \sqrt{k_b T_{e0}/m_e} \). Ion acoustic velocity is defined to be \( C_{a0} = \sqrt{k_b T_{e0}/m_i} \). In all of the equations mentioned above the subscript ”0” means the value is at the initial moment’s phase space. According to the variables defined above we can define the normalization scheme which is shown below:

\[
\begin{align*}
\tilde{x} &= \frac{x}{\lambda_{D0}} \\
\tilde{t} &= t / \omega_{pe0} \\
\tilde{m} &= \frac{m}{m_e} \\
\tilde{v}_i &= \frac{v_i}{v_{ti0}} \\
\tilde{n}_i &= \frac{n_i}{n_{i0}} \\
\tilde{\Phi} &= \frac{e \Phi}{k_b T_{e0}} \\
\tilde{f} &= \frac{f}{n} \cdot v_{te0}
\end{align*}
\]  
(12)
In this paper, two simulation setups are considered. Specifically, we consider a semi-infinite plasma expansion into a vacuum and a finite-size expansion with a plasma loaded initially. The parameters are chosen such that the plasma is mesothermal. The ion to electron mass ratio is taken to be 100 in both the semi-infinite expansion simulation and the finite-size expansion simulation. The initial ratio of the temperature is taken to be $T_i/T_e = 0.01$. The Mach number is set to be 4.0, similar to the typical beam velocity of ion thruster plume. The Mach number for the finite-size model is set to be zero to represent the radial plasma expansion of the plume. Other relevant parameters for the semi-infinite and finite-size plasma expansion simulations are shown in Table 1.

Table 1: Normalized Plasma Parameters for Semi-infinite and (Finite-size) Expansion Simulation

<table>
<thead>
<tr>
<th>$m_i/m_e$</th>
<th>$T_{i0}/T_{e0}$</th>
<th>$v_{i0}/v_{e0}$</th>
<th>$v_{i0}/v_{e0}$</th>
<th>$C_{s0}/v_{i0}$</th>
<th>$Ma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.4(0)</td>
<td>0.1(0)</td>
<td>4.0(0)</td>
</tr>
</tbody>
</table>

Both the electrons and ions follow the Maxwellian velocity distribution initially. In the semi-infinite expansion simulation, the plasma is loaded at the left-hand side domain as shown in figure 1. In the finite-size expansion simulation, the plasma is preloaded in the center of the domain as shown in figure 2. The size of the pre-loaded plasma is $10\lambda_{D0}$.

The simulation domain is a 1-D spatial space and 1-D velocity space(1D1V). The domain size is selected to guarantee that the expansion front is still far from boundary after the expansion is well established. The discretization of the velocity space need to be careful. It is important to choose the velocity cut-off limit in the velocity space to avoid truncation errors. The computational domain/time parameters are listed in Table 2. The boundary conditions are summarized in Table 3. The simulation is run through 400 electron periods (40 ion periods).
Table 2: Simulation Domain/Time Parameters for Semi-infinite and (Finite-size) Expansion Simulation

<table>
<thead>
<tr>
<th></th>
<th>Length</th>
<th>Cells</th>
<th>Left Bound</th>
<th>Right Bound</th>
<th>Total Time</th>
<th>Time Step Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1600\lambda_{D0}</td>
<td>8000</td>
<td>0</td>
<td>1600\lambda_{D0}</td>
<td>\omega_{pe0} = 400</td>
<td>\Delta\omega_{pe0} = 0.025(0.01)</td>
</tr>
<tr>
<td>Electron</td>
<td>16v_{te0}</td>
<td>256</td>
<td>−7.6v_{te0}(−8v_{te0})</td>
<td>8.4v_{te0}(8v_{te0})</td>
<td>\omega_{pe0} = 400</td>
<td>\Delta\omega_{pe0} = 0.025(0.01)</td>
</tr>
<tr>
<td>Ion</td>
<td>2v_{te0}(0.8v_{te0})</td>
<td>500(512)</td>
<td>−0.6v_{te0}(−0.4v_{te0})</td>
<td>1.4v_{te0}(0.4v_{te0})</td>
<td>\omega_{pe0} = 400</td>
<td>\Delta\omega_{pe0} = 0.025(0.01)</td>
</tr>
</tbody>
</table>

Table 3: Boundary Conditions for Semi-infinite(Finite-size) model

<table>
<thead>
<tr>
<th></th>
<th>Left Bound</th>
<th>Right Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson</td>
<td>Zero Dirichlet(Zero Neumann)</td>
<td>Zero Neumann</td>
</tr>
<tr>
<td>Vlasov(Spatial)</td>
<td>Fixed Value Dirichlet</td>
<td>Fixed Value Dirichlet</td>
</tr>
<tr>
<td>Vlasov(Velocity)</td>
<td>Fixed Value Dirichlet</td>
<td>Fixed Value Dirichlet</td>
</tr>
</tbody>
</table>

III. Results and Discussions

A. Code Validation

We first validate the code using two classical problems, Landau damping and two-stream Instability.

1. Linear Landau Damping

A simulation is performed using periodic boundary condition to verify the code. Only one species, electron is considered in this simulation. The initial distribution function is given following the set-up in:

\[
\tilde{f} = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{\tilde{v}^2}{2} \right) \cdot (1 + \alpha \cos(kx))
\] (13)

where \(\alpha = 0.01\) and \(k = 0.5\) and \(v_{te0} = 1\). The domain is set to be periodic on the spatial domain and set to be cut off on velocity domain. The cut off limit for the velocity domain is set to be: \(v_{max} = 4.5v_{te0} = 4.5\), \(v_{min} = -4.5v_{te0} = -4.5\). The spatial domain is set to have a length of \(4\pi\) and is divided into 32 cells. The velocity space is divided into 32, 64 cells respectively. Time step is set to be \(\Delta \tilde{t} = \frac{1}{8}\). The plot of \(\tilde{E}(t)\) versus of simulation time are shown below as figure 3a and 3b.

![Figure 3: Linear Landau Damping with Different Velocity Cell Numbers](image)

As predicted by the theory, the recurrence will happen at time \(\tilde{T}_R = 2\pi/(k\Delta \tilde{v})\). Thus it can be easily found that the theory predict time for 32 velocity cells case should be \(\tilde{T}_R = 44.86\) and for 64 cells case \(\tilde{T}_R = 89.36\). It can be easily found from the simulation results that the recurrence happens near the predicted value. However, we need to note that the scheme will be less stable due to the less accurate electric field near the recurrence points.
2. Two-Stream Instability

The second validation is the two-stream instability problem. In the setup, two populations of electrons are included in this simulation. Both of the electrons are set to be in Maxwellian distribution at the start moment. One species is set to be “sit” in peace at the initial moment, namely, \( \tilde{v}_d = 0 \) at \( \tilde{t} = 0 \). The other species is set to be moving toward the sitting population with a drifting velocity \( \tilde{v}_d = 5 \) at \( \tilde{t} = 0 \). Velocity cut off limit for both populations are set to be \( \tilde{v}_{\text{max}} = 10 \) and \( \tilde{v}_{\text{min}} = -10 \). Both of two populations’ initial thermal velocity are set to be \( \tilde{v}_{te} = 1 \). The contours of phase space evolution are shown in figure 4a and the plots for the evolution of distribution functions are shown in figure 4b.

![Two-Stream Instability](image)

(a) Ion and Electron Phase Space Evolution  
(b) Velocity Distribution Function Evolution

Figure 4: Two-Stream Instability

B. Plasma Expansion Simulation

1. Vlasov vs. PIC

We first compare Vlasov with PIC on plasma diffusion simulation. Here, the mass ratio \( m_i/m_e \) is 100 and the temperature ratio is \( T_i/T_e = 1 \). The initial density is \( n_i/n_e = 1 \). The initial plasma spatial distribution shown in figure 5a and the initial velocity distributions are shown in figure 5b. Two particle-in-cell simulations with

![Plasma Expansion Simulation](image)

(a) Initial Plasma Spatial Distribution  
(b) Initial Plasma Velocity Distribution

Figure 5: Plasma Diffusion Simulation: Initial Condition

25600 particles per cell are used to perform simulations. First particle-in-cell simulation will be the results from one run and the second one will average the results from 36 runs. They are first compared with each other. The results for potential are shown below in figure 6a and figure 6b and results for temperature are shown in figure 6c and figure 6d.

The particle-in-cell methods resolve the velocity distribution functions by using macro particles. One macro particle can only represent \( \tilde{f} \approx 1/N_p \) where \( \tilde{f} \) is the normalized distribution function and \( N_p \) is the number of particles used in the simulation. In order to resolve the velocity distribution functions and reconstruct different moments of the distribution functions at the place where \( \tilde{f} \) has a extremely low value,
Figure 6: Particle-in-cell Simulation Results for Plasma Diffusion

(a) Potential with 25600 Particles per Cell, 1 Run.  (b) Potential with 25600 Particles per Cell, 36 Runs Average

(c) Temperature with 25600 Particles per Cell, 1 Run.  (d) Temperature with 25600 Particles per Cell, 36 Runs Average

A large number of particles may need to be used. As shown in the figure 6, with the particles number increased, the noise will decrease. However, although a large number of particles are used, statistical noise still exist in the low density region and make it pretty hard to resolve the physics there. In other words, if one wants to resolve the physics in low-density region, which is pretty common in multi-scale problems in electric propulsion simulation, the particles number per cell may need to be a huge number and thus the computational cost required will be extremely big.

A grid-based Vlasov solver with 256 velocity bin cells and 4800 spatial bin cells is used for this problem. The results from this grid-based kinetic solver are compared with the particle-based method and presented in figure 7. The results suggest although in potential plot particle-in-cell method can reach a similar resolve ability with grid-based method, in the temperature plot which requires a high moment of velocity distribution function(VDF) the grid-based method can greatly reduce the numerical noise. In our work we would like to study the energy transfer process which is requires second order moments of the VDF so the grid-based method is proven to be a better method.
2. **Semi-Infinite Expansion**

Figures 8 and 9 show the evolution of phase space, and selected corresponding position’s electron velocity distribution function. The snapshots plotted are taken at $\hat{t} = 10$, $\hat{t} = 50$, $\hat{t} = 70$, $\hat{t} = 250$. The temperature for the electrons and ions can be obtained by taking the moments of the velocity distribution function

$$\hat{T}_\alpha = \hat{m}_\alpha \cdot (\langle \hat{v}^2 \rangle - \langle \hat{v} \rangle^2)$$

(14)

We can then construct the local Maxwellian distribution

$$\hat{f}_0 = \frac{1}{\sqrt{2\pi \hat{v}_{teL}}} \exp\left(-\frac{(\hat{v} - \hat{v}_{bulk})^2}{\hat{v}_{teL}^2}\right)$$

(15)

to compare against the actual velocity distribution. The results show that the electron velocity distribution starts to deviate from the Maxwellian distribution immediately at the onset of the expansion. Subsequent interactions between the electrons and a potential well establish a new near-equilibrium for the electrons. This process is similar to that shown in previous full PIC simulations.
Although the electrons physical processes are given concerns, the expansion of the plasma flow itself need to be studied in the scale of ion time scale. The simulation results up to 35 ion periods ($t\omega_{pi} = 35$) were shown in this work. All of the simulations were run till 40 time periods to ensure that the results are still valid at a longer time moment. Figure 10 showed the electric potential profiles along the expansion direction’s time evolution profile after the one-dimensional expansion is well developed. Three distinct regions can be observed in this figure: (1) unperturbed quasi-steady plasma region. (2) the self-similar expansion region and (3) The electron dominant front region.

The electric potential and plasma density will be in quasi-steady state in region (1): unperturbed region. Although rarefaction wave from expansion front will propagate through this region in the opposite of the plasma drifting’s direction. In this region the “particles” rest with a near-equilibrium velocity distribution function. However, at the start of the expansion, the rarefaction waves generated from expansion front will introduce oscillations into this region and thus heat the electrons to the high energy tails as shown in the figure 8. The reason for such a phenomena can be explained as that when the rarefaction wave propagates upstream, the ion “particles” space will increase and thus electric field will be established between the ions and the unperturbed electrons. Such electric field will then drive the electrons for oscillations and result in the deviations of the electrons in phase plot. Such small oscillations can also be observed in the density plot.

Next to the unperturbed region is the self-similar expansion region. In the previous theoretical work of semi-infinite plasma expansion studies,\textsuperscript{8–11} self-similar solutions of a stationary plasma expansion can be obtained with an assumption of quasi-neutrality and isothermal electrons. In this work fully grid-based kinetic simulations are performed on the drifting semi-infinite expansion to identify the validity region of the self-similar solutions. The transition point between the region (1) and region (2) propagates along the expansion drifting direction with a quasi-constant speed which corresponds to the results generated by the self-similar solution. The vertical segmentation lines can be obtained from the self-similar solutions’ predictions on expansion propagations. However, one should note that as the model is drifting along the $x$ direction, the propagation speed of the expansion should be modified to $v_0 - C_s$ as discussed in Hu and
Wang’s previous work.\(^7\) Thus the control equation for the segmentation lines should be
\[
\tilde{x} = t\omega_{pi} M_{eff} + \tilde{x}_o \tag{16}
\]
in which the \(M_{eff}\) is the effective Mach number which can be obtained by \(M_{eff} = \nu_0/C_s - 1\). On the right hand side of the segmentation line is the region (2). It is clear that in this region the potential plot has a quasi-linear decrease. In the previous self-similar theoretical work,\(^8\) it had been found that the potential is proportional to the distance as \(\tilde{\Phi} = -1 - \tilde{x}/t\omega_{pi}\). Thus the value for \(d\Phi/dx\) should be a constant of \(-1/t\omega_{pi}\). It can be observed from the figure 10 that the slope of potential plot in the region paralleled with dotted lines is approximately equal to \(-1/t\omega_{pi}\). It can be thus identified that the self-similar solution is valid in this region.

From the figure 10, it can be observed there is a curve shape potential drop and this drop region will at last approximate a constant value. This region is identified as the electron dominant front region. In this region the quasi-neutral assumption can not be hold anymore and the electrons will be the dominant species inside. This can also be observed in the phase plot contour. This charge separation effects can be a divide feature to distinguish region (2) and region (3) and the self-similar solution are not suitable in this region.

Thermodynamics properties of the expansion model is studied. Density of both ions and electrons together with electron temperature are plotted in the same figure as a reference for discussions late in the left hand side of the figure 11. As the polytropic law can be written as
\[
\frac{\tilde{T}_e}{\tilde{n}_e^{\gamma-1}} = C \tag{17}
\]
the \(\log_{10}(\tilde{T}_e)\) to \(\log_{10}(\tilde{n}_e)\) relation will be studied and the results are shown in the right hand side of the figure 11. According to equation (17), the slope of the plotted line in the figure can be identified as \(k = \gamma - 1\). Here we use the notation \(\delta\gamma = \gamma - 1\) to represent the slope’s value. It can be observed that in right up plot of figure 11, there is a small vertical tail region. This region correspond to the unperturbed region mentioned above. In this region the density will have a value around \(\tilde{n}_e = 1\) since the plasma is injected.
indefinitely from left boundary side. The temperature as shown in left hand side of figure 11 will have a slight drop. The reason for the slight drop can be resulted from the perturbations received from expansion front. The dotted circle region 1 denotes the expansion front where the self-similar solution can be used. It can be observed in the dotted circle region 1 in right hand side plots that in this region a linear relationship is formed between $\log_{10}(T_e)$. The slope of an approximation line to this region is $k = \delta \gamma = 0.0542 \approx 0$. 

Figure 10: Electric Potential Plot at Different Time Moment

Figure 11: Left: Density and Temperature Plot. Right Up: Zoomed In $\log_{10}(T_e) - \log_{10}(\tilde{n}_e)$ Relation. Right Down: Global $\log_{10}(T_e) - \log_{10}(\tilde{n}_e)$ Relation
This process can be approximately treated as an quasi-isothermal process and the self-similar solution by taking the isothermal electron assumption will be valid in this region. The reason for such a process can be explained as that the energy is feed in the system without stop from left-hand side as this is a semi-infinite plasma model. Although the electrons will be cooled down during the expansion process, the energy loss will be supplied from the injected plasma. The temperatures profiles in the dotted circle region 2 is interesting. It can be found that in the left hand side plot of figure 11, there exist a temperature peak ahead of the expansion front. This part is circled by the dotted region 2. It can be found in the right down plot of figure 11, the approximate slope for the log – log plot is negative. The negative value means that the temperature increase while the density decrease. As shown in the phase space plot and velocity distribution function plot above, the velocity distribution function deviate from Maxwellian distribution. Temperature used here is a derivation of the second moment of the velocity distribution function, and in the non-equilibrium region the change of the kinetic temperature can not respond to the macroscopic so-called heating or cooling as discussed in Hu and Wang’s previous work. As shown in the distribution function, the electrons’ velocity distribution function density at the high-energy tail. This may result in the temperature peak shown in the figure 11.

3. Finite-Size Expansion

Figures 12 and 13 show the evolution of density and phase space, respectively. The phase plot shows that the electrons are non-equilibrium during the expansion process. The electrons are driven to the high energy tail by the potential well established in the expansion front.

![Normalized Density $n$ at $t = 10$](image)

![Normalized Density $n$ at $t = 30$](image)

![Normalized Density $n$ at $t = 70$](image)

![Normalized Density $n$ at $t = 200$](image)

Figure 12: Density Evolution

Thermodynamics properties are studied for finite-size model and the results are presented in figure 14. It can be observed from the previous phase space plot and the density plot that the characteristics of the finite-size model is different with the semi-infinite model. In the semi-infinite model the energy can be provided unlimitedly since the plasma was injected though the left hand domain continuously. However, in the finite-size model, the amount of plasma is limited and thus the electron energy has a finite amount. The expansion is driven by the loss of the electrons’ energy. In this way the electrons energy evolution plays an important role. As shown in the figure 14, the temperature and density construct a linear relation in the log – log plot in the circle dotted region 1. The approximate line’s slope is equal to $\delta \gamma = 0.9880 \approx 1$. As discussed in the classical thermodynamics, the adiabatic constant $\delta \gamma$ for one dimensional system should be equal to 2. The reason for the difference between these two values may result from the electrons’ distribution functions equilibrium status. The classical results are derived from the equilibrium state which may not be satisfied in this region. Outside the dotted circle region 1 the temperature shown un-classical behavior. As
the density decrease the temperature increase. In such region the polytropic law can not give a good fit and it has been found that the polytropic fit can only be used before the expansion front. The reason for the non-trivial temperature behavior needs to be investigated further.
IV. Conclusion

Previous fully kinetic PIC simulations showed that the electrons in the plasma plume emitted from electric propulsion thrusters are non-equilibrium and the electron temperature is anisotropic. A grid-based Vlasov method model is developed in this work to further study the electron kinetic properties in plasma expansion and to reduce the interference from numerical noise in particle simulations. This model is benchmarked against particle-in-cell simulations and analytical solutions on semi-infinite collisionless plasma expansion and finite-size collisionless plasma expansion. It is shown that the Vlasov model captures the same kinetic characteristics observed in previous full PIC simulation results and eliminates the interference from the typical numerical noise in a PIC model. An analysis is presented to study the thermodynamics properties of two models. It has been found that the isothermal relationship can be a good fit for describing the relation between electron temperature and density in the self-similar region of semi-infinite model and the polytropic model can be used for the region before expansion front in finite-size model. Outside these regions the polytropic law breaks down and further details need to be studied by using kinetic model. Future efforts will extend the model to 2D2V so it can be applied to simulate the actual plume problem. Further studies will also need to investigate the relation between the thermodynamics properties observed and electron energy transport inside the plume.
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