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Different numerical models of the Hall thruster SPT-100 have been developed in the last 
seven years as result of a collaboration between the IMIP-CNR in Bari and the plasma edge 
group of the stellarator theory division of the Max-Planck Institute für Plasmaphysik in 
Greifswald. This European collaboration has benefited from the synergetic interaction of the 
two groups contributing different know-how in kinetic modelling of cold plasma, magnetic 
field confinement and plasma-wall interaction. The models represent Particle-in-Cell 
technique for plasma bulk coupled with Monte Carlo methodologies for collision and 
boundary modules in the acceleration discharge and hybrid techniques for the plume 
emitted from the thruster in the near- and far-field regions. 

Nomenclature 
A = area of channel cross section 
B = magnetic field 
c = speed of light = 2.9979x108 m/s 
e = elementary charge = 1.602189x10-19 C 
E = electric field / energy 
g = relative velocity 
H = channel width 
I = current / ionization energy (Xe) = 1.943x10-18 J 
j = radial mesh index / current density 
k = azimuthal mesh index / wave number / rate coefficient 
kB = Boltzmann constant = 1.380662x10-23 
L = axial length of the channel 
m = electron mass = 9.11x10-31 Kg 
M = ion mass (Xe) = 2.18x10-25 Kg 
n = density 
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r = radial direction 
rL = Larmor radius 
rin = inner radius of the channel = 0.03 m 
rout = outer radius of the channel = 0.05 m 
rand = random number ∈ [0,1] 
VD = discharge voltage 
Vd = electron azimuthal drift velocity 
z = axial direction 
α = electron penetration coefficient 
αd = polarizability 
β = Hall parameter 
γ = total secondary electron emission coefficient 
Γ = integrated total secondary electron emission coefficient 
Γp = integrated secondary electron emission coefficient induced by bulk primary electrons 
Γs = integrated secondary electron emission coefficient induced by secondary electrons 
δ = true secondary electron emission coefficient 
Δt = time step 
ε0 = vacuum permittivity = 8.854188x10-12 F/m 
ζ = scaling factor <1 
η = backscattered electron emission coefficient 
θ = azimuthal direction 
κ = electron thermal conductivity 
λD = Debye length 

⊥μ  = cross-field electron mobility 
ν = collisional frequency 
π = pi-greek = 3.1415926536 
ρ = charge density / re-diffused electron emission coefficient 
σ = surface charge density / cross section 
Φ = electric potential 
χ = scattering angle 
ωp = electron plasma frequency  
Ω = cyclotron frequency 

I. Introduction 
he detailed physical picture of the processes in the SPT-100 is very complex1. It includes a whole series of 

phenomena, such as stabilization of the flow in ExB fields, equipotentialization of magnetic lines of force, 
electron anomalous transport, the so called near-wall conductivity, the dynamic Debye layer with high secondary 
electron emission yield and the plasmadynamics of the plume. Even nowadays the physical description is far from 
being complete.  

T 

A. The space charge saturated sheath 
 The presence of an insulator as wall material has a profound effect on the plasma within the Hall channel. After 
an impact with dielectric walls, high energy electrons are absorbed and release less energetic secondary electrons 
that are more firmly confined by the magnetic field. The result is that the dielectric wall limits the temperature of the 
electrons resulting in a smooth continuous variation of the plasma potential and a more efficient ion acceleration. At 
the same time, the lateral sheath changes its classical character. In fact, under the emission of secondary electrons 
from the wall, the voltage sheath drop ΔΦs is given by2: 
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where Г is the integral (over the distribution function of impacting electrons) value of the secondary electron 
emission coefficient γ. The most important effect of secondary electrons emitted from the wall is to reduce the 



voltage drop through the sheath, increasing the number of electrons reaching the wall. However, in SPT the picture 
becomes much more complex. First, the distribution functions of electrons hitting the surface and secondary 
electrons emitted from the walls are essentially non-Maxwellian. Second, the electrons in the SPT have energies in 
the range of 15÷20 eV (necessary to ionize Xe) and most of the ceramics used to made the thruster walls (BN, SiO2, 
Al2O3) at these energies, have γ~1. Under these conditions, the classical Debye layer seems to disappear and 
transform into a non-monotonic behavior (double layer structure). A potential well forms close to the wall which 
traps a fraction of the secondary electrons (space charge saturation regime). Moreover, for higher electron energies, 
it loses its static character becoming a structure oscillating in space (extended in a region with size >>λD) and time 
(on the GHz range), the so called sheath instability3,4. Finally, electron-wall interaction is also related to the electron 
anomalous conductivity. 

B. The anomalous electron conductivity 
One of the most important open questions in the physics of Hall discharge concerns the electron cross-field 

mobility. Classical diffusion theory based on collision-induced transport, i.e. electron-neutral collisions ( ∝⊥μ B-2) 
underestimates the cross-field transport, and numerical models of the discharge usually invoke an adjustable 
diffusion coefficient to achieve acceptable results. Moreover, the comprehension of this phenomenon is vital for the 
optimization of this device. The reason for this enhanced cross-field transport is nowadays a subject of considerable 
and continued debate. However, it is well accepted to attribute the anomalous electron cross-field transport to three 
different sources. 
- fluctuation-induced transport: this kind of diffusion can be divided into two classes which depend on the character 
of the fluctuating azimuthal electric field5. Denoting the kth Fourier space component of the electric field by 
Ek=|Ek|exp[iφk(t)], in one case φk(t) is a statistical function of time and the anomalous diffusion coefficient depends 
on the correlation time of the electric field fluctuations6, while in the second case, the electric field is made up of a 
superposition of coherent waves φk(t)=-ωt+kθθ and the anomalous diffusion arises from a resonance of particles and 
waves which move along θ with the same velocity vphase≈Vd. For this reason, one is interested in high frequency 
(1÷50 MHz) short wavelength oscillations in the plasma properties, which have been already detected from 
experiments7-11, numerical model12,13 and linear stability analysis14-19. The origin of these HF fluctuations is certain 
types of instabilities, among which the most probable candidates are: 
a) microinstabilities (sheath3,4, stream or anisotropy20); 
b) resistive instability15 (electrostatic lower hybrid waves) due to the coupling with the electron drift flow in the 
presence of electron collisions; 
c) axial gradient-driven instability16 (identified also as Rayleigh-type instability) detected at the axial location where 
the following condition is fulfilled: 
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d) electron drift instability19 based on the resonance between kθVd and the cyclotron harmonics nΩe in the frequency 
range Ωi<<ω<<Ωe, occurring for very short wavelengths close to or even below the electron gyroradius rL. 
The anomalous axial electron current results from the phase angle correlation γ between the azimuthal electric field 
and the density fluctuations21 (neglecting the axial component of the magnetic field): 
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which leads to a Bohm-type22 anomalous conductivity ∝⊥μ B-1; 
- wall-induced transport: the electron-wall interactions (the so called near-wall conductivity NWC23,24) leading to a 
non-specular reflection or emission of electrons which leave the walls following another spiral trajectory displaced 
toward the anode. This creates a classical conductivity varying like B-2: 
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that does not justify the high axial electron current measured. In reality, the NWC is a more complex phenomenon 
including in nonlinear way numerous effects: 
a) secondary electron beam emitted from the wall and inducing secondaries on the opposite wall24 (Γ is substituted 
in eq. (4) by an effective value Γeff=Γp/[1+α(Γp- Γs)]); 
b) macroroughness on the surface25; 
c) ion-wall recombination26 leading to an additional correcting factor 2√(Te/TN) in eq. (4); 
d) photoelectron emission from the wall due to UV radiation27; 
e) sheath oscillations as recently demonstrated by Monte Carlo calculations28. 
- gradient-induced transport: non-local effect due to small length scale of gradients leading to a distortion of the 
gyro-motion, known as neoclassical conductivity. 
 Recently29 it has been suggested that the general belief that Bohm-like anomalous conductivity was dominant 
outside the thruster channel whereas electron-wall conductivity prevails inside the channel is not valid. It has been 
concluded that only the plasma azimuthal fluctuation is responsible for anomalous “collisionless” electron transport 
inside and outside the Hall thruster channel. Nevertheless, changing the wall material of Hall thrusters results in 
significant plasma parameters and electron axial current changes30-32. Then, there are strong arguments to conclude 
that the azimuthal fluctuations could be induced by surface effects. Finally, concerning the neoclassical gradient-
induced transport, it has been demonstrated to have a negligible effect on the enhancement of the electron axial 
current inside the thruster channel33. 

C. Plasmadynamics of the plume: near- and far-field regions 
 A major concern in the use of SPT-100 is the possible damage their plumes may cause to the host spacecraft and 
to communication interference of satellites. Indeed, SPT-100, in operation produces, besides high energy ions and 
electrons emitted to neutralize the positive space charge, also neutral unionized propellant atoms and low energy 
ions created by charge exchange (CX) collisions between ions and atoms in which electrons are transferred or by 
electron impact ionization of neutral atoms. These particles are more influenced by the self-consistent electric fields 
that cause slow ions to propagate radially (reducing the efficiency) and to flow upstream, while gaining energy. 
Finally, a very important region is the very-near-field region of the plume (up to 10 cm from the exit plane). In fact, 
in this region, there are many new aspects to take in account as plasma-wall interaction, magnetic field effect, non 
isothermal electrons, electron-neutral collisions, cathode location, etc. 

II. Numerical Models 
The complexity, up to the kinetic level, of the physics of SPT, in addiction to the experimental difficulties in the 

investigation of such a small and surface-dominated plasma device and the ability to simulate a wider variety of 
external ambient conditions, makes the use of numerical experiments34,35 a fundamental tool in understanding and 
optimizing this thruster. 

Models of Hall thrusters have been developed using fluid36-38 and hybrid fluid-particle approaches39-42. A 
question which cannot be resolved by these models, and which in fact strongly limits the reliability of their results, is 
the strong departure from the Maxwellian distribution of electrons (due to low collisionality), the electron transport, 
and the important role of electron-wall interaction. As a result, SPT performance is affected by both the state of the 
wall surface and the properties of plasma structures on Debye and electron-Larmor scales. Therefore, the 
construction of a self-consistent theory of SPT processes requires a kinetic description of not only heavy particles 
(atoms and ions), but of electrons as well. The ideal numerical model would be a particle model for all the species in 
three dimension. Nowadays, such a model is unpractical because it would need too large considerable amount of 
computation time. This is because, in particle models, the time step must be smaller than the plasma period (∼10-11 s 
in our case) while to reach steady state the system needs more than hundreds of microseconds (the transit time of a 
neutral atom), and the mesh cell size must be smaller than Debye length. In order to keep the fully kinetic character 
of the model, it is necessary to reduce the dimensionality of the system, limiting the domain to one or two 
dimensions. 

A. 2D(r,z) model of the channel: geometrical scaling 
Nevertheless, additional tricks are necessary in order to speed up the execution of the code. Previous fully kinetic 

PIC codes used an artificial electron to ion mass ratio43 and/or an artificial vacuum permittivity constant44. The 
smaller heavy particle mass, for speeding up the neutrals and ions, decreases the number of iterations necessary to 



reach convergence, but at the same time it changes the ratio between electron and ion current, a fundamental 
parameter for the anomalous electron transport and thruster efficiency, modifying completely the discharge 
characteristics. The larger permittivity constant decreases the plasma frequency and increases the Debye length, 
hence the computational time step and the required grid cell size increase. This trick changes dramatically the 
peculiar space and time scales of the plasma state making it impossible to recover the original system. 

Our proposal in the 2D(r,z)45-50 model is based on the reduction of the geometrical dimension of the thruster 
preserving more rigorously the values of the relevant parameters governing the physics of the discharge. This creates 
a more self-similar copy of the original system51. All the basic plasma characteristics in Hall discharge devices rely 
heavily on the ionization process and on the electron confinement scheme, therefore during the channel reduction 
the Knudsen and Hall parameters must remain unchanged: 
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From the first relation, it follows that the density scales as the inverse of the length of the system (we assume no 
scaling of cross sections): 
 
  Ln /1∼  (6.a) 
 
The second relation guarantees the conservation of electron-neutral collision probability during the reduction. This 
involves the scaling of electron velocity according to the following law: 

 
  Lve ∼  (6.b) 

 
In order to have ion velocity scaled as electron one, the applied voltage now scales as 

 
  LVd ∼  (6.c) 

 
From the third constraint it follows the scaling of magnetic field: 

 
  LB /1∼  (6.d) 

 
The last relation of eqs. (5) is automatically verified. Scaling relations for the self-similar copy of the acceleration 
channel are summarized in Table I. 
The total simulation time (on the order of neutral transit 
time TN) scales linearly with the length of the channel, 
while the time step Δte, as imposed by the stability 
criterion of the numerical method used to integrate the 
equations of motion, scales as the plasma oscillation period, 
that is with the inverse of the square root of the density. 
Therefore, reducing the linear dimension L of the 
discharge by a factor ζ∈[0,1], it leads to a reduced number 
of PIC cycles NPIC necessary to reach a steady state given 
by: 
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Quantities Scaling Laws 
Length L=ζL* 
Particle density n=ζ-1n* 
Electric potential V= ζV* 
Electric field E=E* 
Magnetic field B=ζ-1/2B* 
Mass flow rate m& =ζm& * 
Velocity v=ζ1/2v* 
Current I=ζ3/2I* 
Temperature T= ζT* 
Thrust F=ζ3/2F* 
Specific impulse Isp=ζ1/2I*

sp 
Efficiency η=ζ-1η* 
Table I. Scaling laws of the self-similar system51 
(un-scaled quantities are designed with asterisk). 

 
where the asterisk is referred to the un-scaled system. 
The Debye parameter is conserved: λD/L~1. This results in 
no reduction in the number of mesh cells necessary to 
cover the entire domain, and keep the physics of plasma-



wall transition unchanged. Moreover, the ratio of plasma frequency to electron cyclotron frequency is also 
conserved. This is an important parameter for the plasma fluctuation dynamics in magnetic confinement systems. Its 
conservation guarantees a correct evaluation of UHF oscillations inside the channel and the related anomalous 
electron transport. 
In addition to the reduction of the number of total PIC cycles, the number of real particles in the scaled system 
Np,real=nVol=ζ2Np,real

* is reduced, allowing a better statistics in the simulation. Nevertheless, limitations in the 
geometrical reduction are necessary. First, the plasma parameter ND, the number of particles in a Debye sphere, is 
unavoidably reduced, leading to plasma crystalization. As it is well known, PIC validity is based on the requirement 
that collective effects are dominant over the collisional one, that is: 
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Furthermore, the ratio between surface and volume is unavoidably changed leading to the possible increasing of the 
surface effects (i.e. secondary electron emission) in the reduced system. Finally, gradient-driven instabilities could 
appear due to the fact that some quantities scale differently from the size of the system. 
Before the simulation (domain reported in Fig. 1) begins, we fix all the parameters that remain constant during the 
execution. In particular, the magnetic field and the 
neutral distribution. Indeed, magnetic field variations 
due to plasma currents and changing electric fields are 
small compared to the field produced by the 
electromagnets. For the radial component of the 
magnetostatic field profile we have chosen the bell-
shaped expression: 
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while the axial component has been neglected. We 
initialize the simulation by expanding a plume of 
neutrals from the anode until we approach a steady 
state. Neutral macroparticles are injected (according to 
the scaled value of the mass flow rate Tab. I) with a radial position sampled from an uniform cylindrical density 
distribution and their initial velocity distribution is taken to be half-Maxwellian with a temperature Tn=1000 K. 
Neutrals disappear when they reach the right boundary of the geometry, while when they hit the anode and walls are 
re-emitted according to an half-Maxwellian at a wall temperature Tw=700 K. The probability densities for axial and 
azimuthal velocity components are Gaussian distribution, while the probability density for the radial component is a 
Rayleigh distribution. Neutral-neutral collisions may be ignored, assuming a neutral free molecular regime. 

 
Figure 1. Sketch of the 2D(r,z) simulation domain. 

When neutral particles have filled the simulation region, the PIC module is called. Due to very different time scales 
of electrons and heavy particles, an explicit subcycling scheme52 is used in which electrons equation of motion and 
Poisson’s equation are solved every electron PIC cycle, while ions and neutrals are moved each Δti=5Δte. The 
electric field felt by the ions is filtered (a simple time average of the electric fields seen by the electrons works well). 
Since the simulation starts from the scratch, we use, instead of a fixed time step, an adaptive time step: Δte=0.8/ωp. 
Every electron PIC-cycle, cathode electrons are introduced at the free space right boundary (the cathode is not 
included in the simulation region) according to a cylindrical radial distribution in position and a half-Maxwellian 
distribution with a temperature Te=15 eV (scaled according to the law reported in Tab. I) in velocity. The amount of 
electrons to be introduced is determined through the steady-state current control method of electron injection44: 
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where ΔNi,C and ΔNe,C are the number of ions and electrons, respectively, passing the free space boundary each 
electron iteration. 



Verboncoeur interpolation method53 which guarantees charge density conservation on a radial metrics is used to 
weight particles to the grid nodes, where the field equations are solved, and to weight the fields back to the particles. 
Poisson equation: 
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is solved iteratively using Successive Over-Relaxation (SOR) with Chebyscev acceleration technique34. As regards 
the boundary conditions, we keep the electric potential constant at the anode and at the exit plane: 
 
  dA V=φ  (11.b) 
  0=Cφ  (11.c) 
 
while at the dielectric surface a simplified fixed linear decay is imposed: 
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Electrons are moved discretizing the equations of motion by the Boris-Buneman leapfrog method35. All electrons 
which hit the anode boundary, the lateral walls and the free space boundary are deleted. An ion which impacts the 
anode and the walls disappears, but particle and energy flux are computed and used to estimate the sputtering yield 
using the Monte Carlo code SDTrimSP54. At the free space boundaries, all particles are deleted and a count of 
electron, ion and neutral fluxes is maintained. 

After each electron collisionless stage a Monte Carlo Collision (MCC) routine is called. We apply the standard 
“null collision” technique55,56 to simulate electron-neutral collisions, which include elastic scattering, excitation, and 
single ionization (for the set of cross sections used see Ref. 44). Following Ref. 57, the probability distribution 
function for the electrons produced in the ionization is taken to be: 
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where the parameter α is set to 8.7 eV, while the angular electron scattering for all the types of electron-atom 
collisions is taken from the following distribution: 
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where E’

p is the post-collisional energy of the primary electron. Electron energy loss associated with elastic electron-
atom collisions is neglected. For simplicity, only one excitation collision has been considered. Upon excitation of a 
neutral Xe atom, the electron is assumed to lose energy of 8.32 eV. Anyway, the excited states kinetics is not 
included, considering the quenching of excited states instantaneous. 

B. 1D(r) model of the acceleration region: secondary electron emission 
In the previous model, a simplified boundary conditions for particle and field were implemented on the lateral 

walls. In fact, condition (11.d) does not correspond to a floating wall and it represents a strong approximation. In 
order to take into account the important nature of secondary electron emission and floating potential condition of the 
dielectric lateral wall a 1D(r)58-62 model of the acceleration region of the discharge has been developed. The 
simulation has been done per unit length in transverse direction for axial-symmetry (azimuthal gradients are 
neglected). The “local-field approximation” is applied neglecting the effects of axial gradients based on the fact that 
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all the axial gradient lengths 1/ln −
∇ ∂∂= zfL f ~1 cm are larger than the characteristic lengths of the system (λD, rL, 

ionization mean free path and energy relaxation length) and the radial gradient length. Indeed, in the acceleration 
part of the channel, the electron radial dynamics is much faster than the axial one due to the radial magnetic field 
impedance. The residence time for electrons in the acceleration region is estimated to be ~10-5 s. Concerning the 
ions, the situation is completely different, because their dynamics is mostly axial and radial. Ions are created by 
ionization and lost by wall recombination and axial upstream flow (toward the exit plane). Therefore, the total 
simulation time has to be limited to the ion residence time in the acceleration region estimated to be Ti≈5 μs. In order 
to keep high the statistical quality of the simulation a non-uniform radial grid is implemented. Due to cylindrical 
metrics, in order to have a constant volume, the radial cell size must be proportional to the radial position: 

 
  ( ) rNjrjjjr ,...,2     )1(1)( =Δ−−=Δ  (13) 

 
where Δr(1)=H/√Nr. In this way, the average number of particles per cell varies between 5÷100. The timestep is 
chosen such that ωpΔt=0.3. Realistic values of the ion mass and vacuum permittivity are kept. 
The prescribed values used as input parameters, characteristic for the acceleration region, are: neutral density 
nN=2x1018 m-3 (neutral dynamics is not considered and neutrals are treated as a fixed background); axial electric 
field Ez=104 V/m; radial magnetic field Br,in=150 Gauss (non-uniform, see eq. (9)). The simulation starts with a 
uniform distribution of electrons and ions along the radial domain with a density np=0.8x1017 m-3. Velocities are 
sampled from a Maxwellian distribution with initial temperatures Te=1 eV and Ti=0.1 eV. The discharge is self-
sustained with electrons created by bulk ionization and surface emission. The contribution from the cathode 
neutralizer is neglected due to the fact that in the acceleration region the current is carried mostly by ions. The 
Poisson equation in cylindrical radial coordinate r: 
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is discretized and solved directly using the Thomas tridiagonal algorithm63. For this purpose, a fixed Dirichelet 
boundary condition Φwo=0 V is used at the outer wall in order to reproduce the external cathode position, while the 
inner surface can float electrically with respect to the plasma such that the total current I=Ii-Ie to the surface is zero 
(zero-current condition). The electric field (Neumann condition) at the wall is proportional to the net charge σwi 
which has accumulated on the surface (the possible surface conductivity of the dielectric is neglected): 
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The same bulk collision methodology of the 2D(r,z) model is used, while concerning the boundary module, when an 
electron strikes the dielectric wall, a Monte Carlo probabilistic model64-68 is used which allows a detailed 
dependence of the secondary electron emission coefficient SEY on the primary electron energy. In fact, we choose 
the number of electrons emitted based on its energy Ep. It is distinguished between three different type of secondary 
electrons (see Fig. 2): backscattered (high energy region), re-diffused (middle energy region) and true secondary 
electrons (low energy region). The fine structure of SEY is very important at the energies typical of SPT operation 
(<30 eV). Theoretically, the backscattering coefficient η (red curve) should grow with the decrease of incident 
electron energy (~0.8 at 0 eV), while the yield of re-diffused ρ and true secondary δ electrons (green and blue 
curves) decreases and reaches zero. The superposition of the different contributions γ (black curve) has a 
distinguishable minimum in the low energy region (~5 eV, as recently shown from experiment65), which can not be 
reproduced by the common used linear or power fit of SEY27,71. Concerning the angular dependence of SEY, it is 
neglected due to the energy range considered43. For simplicity, we assume the same emission-angle distribution 
(∼cosθ and uniform φ angle) for all electrons, regardless of the physical mechanism by which they were generated. 
Secondary electrons are generated instantaneously when a primary electron hits the surface, since the time lag of 
secondary emission is estimated to be 10-13÷10-14 s, i.e., much shorter than any time scale relevant to the plasma 
dynamics inside the SPT channel. Finally, when an ion strikes the wall it is neutralized and deleted. Ion-induced 
secondary electron emission becomes an important event only at KeV energy range. 



a) b)  
Figure 2. (a) The three contributions η, ρ and δ of total secondary electron emission coefficient γ (SEY) as a 
function of the impact electron energy Ep

 (measured data69-71 are also reported). (b) secondary electron 
distribution function sedf for four different electron primary energies: Ep=2, 5, 10 and 20 eV. Data are for BN 
as wall material. 

C. 2D(r,θ) model of the acceleration region 
Up to now, only Hirakawa and Arakawa12,13, Adam 

et al.72 and Fernandez et al.73 modelled the azimuthal 
behaviour, but the radial contribution was missing or a 
hybrid model (electrons are treated as fluid with a 
prescribed fixed temperature) was used. Here, a model 
of the radial and azimuthal direction is developed at the 
same time in order to capture self-consistently the 
evolution of the azimuthal disturbance and the 
secondary electron emission from the wall without use 
of ad-hoc parameters for the axial transport mechanism. 
The axial location investigated is the acceleration region 
of the thruster, where both, a large drift velocity 
responsible for the instability and a strong secondary electron emission from the wall are present. Indeed, 
experimental measurements74 show in this region a pronounced deviation of the Hall parameter β=je,θ/je,z from both 
the classical and Bohm value. The simulation75 represents an azimuthal extension of previous radial models. The 
domain (Fig. 3), unit length per axial z direction, consists of a cross section of the annular channel. In order to lower 
the computational cost we have reduced the periodicity length to 1/16 of the entire azimuthal domain. We have 
checked that this does not affect the results in which we are interested. In fact, as the system is periodic in the θ 
direction, the length of the simulation determines the modes which are allowed to develop if they are unstable. A 
recent linear stability analysis19 has shown that the fundamental mode kθVd/ωp=0.515 and its first harmonic 
kθVd/ωp=1.03 are unstable, while next harmonics are outside the unstable lobes or might be unstable with a 
negligible growth rate. Therefore, our simulation domain size is large enough to capture the relevant instabilities. 

 
Figure 3. Sketch of the 2D(r,θ) simulation domain. 

The same input parameters, initial conditions, MCC and SEE module of the 1D(r) model are used. In this case, the 
Poisson equation: 

 

  
0

2

2

22

2 ),(),(11
ε
θρ

θφ
θ∂

∂
∂
∂ rr

rrrr
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂
∂

++  (15) 

 
is discretized and solved by the direct method of cyclic reduction76 using the same boundary conditions on the 
lateral walls and periodicity on the azimuthal boundaries. 
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D. 2D(r,z) hybrid models of the plume 
For the far-field region of the plume emitted from the 
thruster, the physical domain considered is 2D(r,z) 
axisymmetric, enclosed in a rectangular numerical domain 
(1.5 m X 1.2 m) complicated by the presence of the nozzle 
shape on two sides (see Fig. 4)77-79. The model includes 
three species: electrons, Xe+ and Xe++ ions (10% of doubly 
ionized ions at the inlet). It is hybrid: ions are treated as 
particles and loaded into the simulation at each time step 
from the exit plane. The ion exit conditions (radial position 
and velocity components) are given on the basis of fitted 
experimental data80. Electrons are included by a quasi 
equilibrium ansatz assuming a fluid Boltzmann barometric 
relation: 

 
Figure 4. Sketch of the 2D(r,z) simulation domain 
of the far-field region of the plume. 
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(16) 

 
but not isothermal electron component. The Poisson adiabatic equation (the electrons are assumed to act as an 
expanding fluid at isentropic conditions) is used: 
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where the constants nref, Tref are chosen to closely match the measurements81. The corresponding Poisson equation is 
highly nonlinear: 
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and it is linearized with the Newton-Raphson method34 and solved with SOR technique. The grid is non-uniform in 
both r and z coordinates in order to adapt in a simple and straightforward way to the local plasma density (see Fig. 4). 
Since the grid cell size should be on the order of λD which scales with plasma density as √n, the grid is linearly 
stretched in the r and z directions from the thruster exit to follow the increase in Debye length due to the density 
decrease which is assumed to decay as 1/(r+z)2 from the exit plane. 
The important ion-neutral collisional processes (momentum MX and charge exchange CX) are modeled using the 
Test-Particle Monte Carlo method of Nanbu and Kitatani55,82 which is based on an attractive polarization potential 
with a rigid core between the neutral and ion parent particle: 
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This assumption corresponds to a dipole-induced dipole interaction. As a consequence, there are two types of orbits: 

for impact parameters 
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, the orbit has a hyperbolic character, while for b<bL, the 

incoming particle is “captured” and the orbit spirals into the core, leading to a large scattering angle. 
With the assumption of a rigid core size rc equal to the radius of the limiting circle rL=bL/√2, the deflection angle χ 
is given by: 
- if β=b/bL<1 the scattering in the rigid core is considered isotropic, then: 
 
 rand 21cos −=χ ; (20.a) 
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- if 1<β<3, 

 
⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

+−+−+
−=

1122

1,
2

 
/111

8)(
4244 βββ

π

β
πβχ F  (20.b) 

 
where F(x,y) is the elliptic integral. This equation is solved numerically and a tabulation of values is prepared in 
advance to use a linear interpolation. 
- if β>3 the following asymptotic expansion of (20.b) is used 
 

 4

16
3)( −−= βπβχ . (20.c) 

 
To avoid divergence, a non-dimensional impact parameter cut-off β∞=15, for which χ is negligibly small, is 
introduced. 
The charge exchange process is modeled assuming that the probability of this event is Pcx=1/2 for b≤bcx and Pcx=0 

for b>bcx, where 
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cx , that is the charge exchange cross section is considered constant. 

The neutral density and temperature are assumed to remain constants. 
Concerning the near-field region, the simulation domain83 has a simpler structure (0.2 m X 0.2 m) and in order to 
take into account the magnetic field effect in the electron fluid representation, the general electron momentum 
conserving equation is considered. Neglecting the unsteady (on ion time scale), inertial (the electrons cannot leave a 
region in a large group without a large charge imbalance) and collision drag terms (the ratio of the collision 
frequency to the plasma and cyclotron frequency is much less than 1) and differentiating, it results: 
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Equating the right hand side of this equation to the source term of Poisson equation, the following differential 
equation for the electron charge density results: 
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where the electron azimuthal velocity is set equal to 
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in order to take into account the transverse electron mobility (the electron-neutral collision frequency is set equal to 
ν=2.5x1013nXe) and diffusivity, while the radial magnetic field is done by the dipolar approximation: 
 

  2/3220 )(
2sin),(
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After calculating the electron density one can solve the more detailed electron energy conserving equation for the 
temperature which, neglecting the unsteady and convection terms, assumes the following form: 
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The ionization energy sink term  is calculated using the volumetric ionization rate: InQ ee &=
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where the following expression for the electron impact ionization rate coefficient is used84: 
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The electron thermal conductivity κe is included by the following fitting formula85:
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For electron temperatures below roughly 2 eV, electron-ion collision are dominant, and n=5/2 since κe∼Te/νei and 
νei∼Te

-3/2. For electron temperatures above 2 eV, electron-neutral collisions are dominant: since κe∼Te/νen and 
νen∼√Te, one has n=1/2. eqs. (21-22) are iterated until the whole convergence is attained. 

III. Results and Discussion 
The convergence of PIC simulation is checked controlling the average total (potential + kinetic) energy of 

macroparticles. All the profiles shown are averaged over a few tens of plasma oscillation periods. 

A. 2D(r,z) discharge: acceleration mechanism 
First of all, we have verified that the output data follow the theoretical scaling laws of the self-similar system 

reported in Tab. I. A series of simulations using different values of the scaling parameter ζ have been performed. 
The behaviour is in good agreement with the theoretical prevision until a scaling factor equal to 1/200. In fact, a 
small deviation from the theoretical scaling law is present for values smaller than 0.01, proofing that surface, 
turbulence and numerical effects become important. In particular, Fig. 5 shows the axial profiles of plasma potential, 
electron density and electron temperature for two different values of scaling parameter (0.01 and 0.1). As it is 
evident, the behaviour does not change. From Fig. 5(a), also the little anode drop (∼40 V) is evident. 
 

0

1

2

3

4

5

6

7

8

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0 50 100 150 200 250

Electron Temperature (eV)

ζ=0.1

ζ=0.01

 AxialGrid Points

 

 
 
 
 

 
 
 

 
 
 
 
 

0

5

10

15

20

25

30

35

40

0

0,5

1

1,5

2

2,5

3

3,5

4

0 50 100 150 200 250

Electric Potential (V)

ζ=0.1

ζ=0.01

Axial Grid Points

0

5 1017

1 1018

1,5 1018

2 1018

2,5 1018

0

5 1018

1 1019

1,5 1019

2 1019

2,5 1019

0 50 100 150 200 250

Electron Density (m -3)

ζ=0.1

ζ=0.01

Axial Grid Points

Figure 5. Axial profile of (a) plasma potential, (b) electron density and (c) electron temperature using two 
different scaling factor. The values are scaled. 
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The contour plots of Figs. 6 demonstrate the main features of the discharge. In particular, Figures 6(a) and 6(b) show, 
respectively, the space variation of the electric potential and ion density using a geometrical reducing factor ζ=1/50. 
As it can see in Fig. 6(a), most of the potential drop occurs in the exhaust region, where the magnetic field is large. 
This decrease compensates the low electron conductivity in this region and ensures current continuity. It is 
customary to allocate the acceleration region here. The large axial electric field resulting from this voltage drop is 
responsible for accelerating the ions from the ionization region to the exit plane and the electron from the outlet to 
the anode. It can also be seen that equipotential lines are curved resulting from the equipotentialization of the 
magnetic field lines. However, the computed potential vanishes at the channel exit, while observations86 indicate 
that only 1/2 to 1/3 of the potential drop takes place downstream of the thruster exit. This difference is due imposing 
the zero potential boundary condition at the exit plane in the numerical simulation (eq. (11.c)), i.e., the full potential 
drop is forced to occur inside the channel. The space variation of the plasma density (Fig. 6(b)) shows that the 
plasma reaches its maximum in the center of the channel and in the ionization region, while it decreases in the 
acceleration region due to the increasing ion velocity. 
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Figure 6. Colour plots of electric potential (V) and ion number density (m-3) at steady-state. 

 
One of the most important quantities visualizing ion dynamics is the ion current. Fig. 7(a) describes the ion 

streamlines, whereas Fig. 7(b) shows the ion scatter plot in the velocity space (vz,z). The division into three distinct 
regions is evident. In the anode region, a backflow towards the anode exists due to the anode drop. Often this region 
is also called diffusion region due to the very low magnetic field. It ends with the transition towards a positive ion 
velocity, where the ionization zone begins. Finally, the separation between ionization and acceleration regions is 
located at the sonic transition. From Fig. 7(a) the importance of the ion flow towards the walls can be understood. In 
the ionization region the ions hit almost normal to the surface, while in the acceleration region the mean angle θ 
between ion velocity and surface normal increases up to a maximum value of 45°. This is due to two concurrent 
effects: the reduction of the lateral sheath voltage in the acceleration region and the focusing effect of the convex 
magnetic field lines. 
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Figure 7. Ion current density vector plot and ion scatter plot in the phase space (vz,z). Ion velocity is 
normalized to the ion sonic speed. 
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From the simulation results, the energy of ions impinging on the walls may be considered constant along the channel 
with a value of 340 eV. These information will be used as input data for the SPTRIMSD analysis. In fact, when the 
steady state is reached, we collect all the information concerning the ions impacting on the wall, that is the energy 
and the impact angle distributions. In Fig. 8(a) the projection of trajectories (projectiles and recoils) in a plane 
normal to the surface for bombardment at θ=45° is shown. These plots give a good impression of what the code is 
doing and how particles move. The trajectories of projectiles are represented in black, while those of recoils are in 
red. The distribution of the end points of the trajectories give the depth profile, the lateral spread of the implanted 
particles and the sputtering yield. Finally, the code is able to calculate the ion distributions (radial position, energy 
and divergence angle) on the exit plane (Fig. 8(b)) which is an important information for analyzing the performance 
of the thruster and is used also as input data for plume simulations. 
 

 
Figure 8. (a) Projection of projectile (black lines) and recoils (red lines) trajectories in a plane normal to 

the surface for the bombardment of BN by 340 eV Xe ions at θ=45°.  (b) Arrows plot of the ion velocity on the 
exit plane of the channel. 

B. 1D(r) acceleration region: microinstability 
 In Fig. 9(a), the radial profiles of the plasma potential is shown using two different value of axial electric field Ez 
(100 and 300 V/cm), while BN is used as wall material. The E-field represents the order parameter driving the 
transition between a stable and an unstable regime. In particular, at high E value, we have obtained that: 
a) the potential drop in the pre-sheath is not negligible at all and can reach a value of 1/5 of the total potential drop, 
while the sheath drops is highly reduced; 
b) the profiles of the inner and outer regions are asymmetrical: the potential peak moves towards the inner wall. The 
potential difference between inner and outer wall can reaches a value of 8 V; 
c) a space charge saturated regime with a double layer structure is present on the outer sheath; 
d) a dynamically unstable regime appears. The plasma is no more insulated from the walls and a larger electron flux 
to the wall is present with consequent increased secondary electron flux which is accelerated toward the bulk. 
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Figure 9. Radial profile of (a) plasma potential and (b) electron temperatures in the acceleration region. 
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In fact, as Fig. 10(a) shows the eedf is no more monotonic (the Penrose marginal stability criterion is fulfilled) and a 
beam-plasma instability appears. This local distortion of the eedf leads to the growth or decay of critical oscillatory 
modes19,74 that can have an important effect on the azimuthal fluctuations and anomalous transport. In fact, a strong 
correlation between radial electric field instability and azimuthal electron drift energy fluctuations has been revealed. 
Finally, the typical beam-plasma instability vortex in the velocity space has been observed (Fig. 10(b)). 
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Figure 10. (a) eedf at three different time and electron scatter plot in the velocity space (vr,r) near the outer 
wall at t=3.4 μs, that is during the instability. 
 

The electron temperatures profile are shown on Fig. 9(b). The cooling effect of the secondary electrons emitted 
from the wall causes a pronounced anisotropic behaviour. The radial electron temperature is 4 eV lower than the 
axial and azimuthal ones. 

A non-trivial structure of the nascent near-wall current is revealed. In Fig. 11 the radial profile of the axial 
electron density current is depicted. The appearance 
of an oscillatory structure in the radial profile of 
axial current is the characteristic signature of near-
wall conductivity, which distinguishes it from the 
classical bulk conductivity transverse to the 
magnetic field. These profiles can be interpreted as 
follows: secondary electrons initially tend to move 
against Ez due to the electrostatic force, but become 
as soon involved in a cycloidal motion due to the 
magnetic field and their axial velocity thus changes 
along the radial direction. Due to the randomness of 
the initial radial velocities, the phase of the different 
electrons becomes uncorrelated away from the walls 
and their respective contributions to the main axial 
velocity eventually cancel. The wall conduction 
layer is most pronounced near the outer wall of the 
channel and it is less defined near the inner ceramic. 
The most likely reason for this difference in 
behaviour of je,z(r) is due to a magnetic mirror effect 
as a consequence of the 1/r variation of the radial 
magnetic field (eq. (9)), or it could be also an 
annular effect (cylindrical metrics). 
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Figure 11. Radial profile of electron axial density current. 

C. 2D(r,θ) acceleration region: azimuthal fluctuations 
Fig. 12 shows the entire history plot of the plasma potential measured at a single point (r,θ)=(0.04 m, 0.13 rad) 

in the simulation domain, using Ez=100 V/cm. After an initial transient time (~1 μs), a burst of high amplitude 
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oscillations appears. It saturates and disappears after about 3 μs, when a quiescent interval of 2 μs anticipates a small 
amplitude oscillations period. 

 
Figure 12. Time evolution of the plasma potential measured at a single point (r,θ)=(0.04 m, 0.13 rad) with 

Ez=100 V/cm. 
 
Fig. 13(a) show the 2D(r,θ) distribution of the plasma potential at t=1.5 μs, that is during the strong burst. The 

azimuthal fluctuations are characterized by a wave number kθ=80 m-1, with a frequency of about 2.8 MHz. The 
strong interaction with the walls is the most plausible candidate to excite this instability. Indeed, the sheath potential 
drop is azimuthally modulated, as the wall potential and the surface charge density. In fact, the combination of a 
reduced sheath (due to secondary electron emission) and a floating wall (non-linear coupling between current 
collected and wall potential eq. (14.b)) is the most important candidate to drive the azimuthal instability. The 
azimuthal fluctuation is not a standing wave, but it propagates with a phase velocity of about 5x104 m/s, as shown in 
Fig. 13(b). It represents the time evolution of the azimuthal profile of the plasma potential calculated at the radial 
center of the coaxial channel (r=0.04 m). It can be seen that, after an initial time of development, the plasma 
structure takes the shape of waves propagating with approximately constant phase velocity and with slightly 
increasing amplitude. Therefore, the spoke rotates at about 1/12(Ez/Br) while the electrons in the spoke move at Ez/Br. 
The resulting charge separation creates the azimuthal electric field which is correlated with the electron density. It 
has been speculated that the perturbation is driven from axial gradients9 or from the out-of-axis cathode location10. 
In this work the azimuthal fluctuations exist even if these elements are absent in the simulation. 
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Figure 13. (a) Distribution of plasma potential (V) in the {r,θ} plane at t=1.5 μs. (b) Time evolution of the 
azimuthal profile of plasma potential (x10 V) calculated at r=0.04 m. 



 

D. 2D(r,z) near- and far-field region 
In Figs. 14(a) a snapshot is reported of the position of a limited number of marker ions during the simulation. 

Note that ions exit the thruster channel as a narrow beam with a divergency angle of about 40° to the thruster axis 
and as a CX component out of the primary beam and propagating both up- and down-stream. Ions propagate under 
the effect of self-consistent electric field and collisions with neutrals until a stationary state is reached when the 
outflow balances the ion emission. Note that a significant component of backflow appears, as well as significant 
expansion in the radial direction. The effect of charge exchange collisions is clearly detectable in Fig. 14(b) that 
plots the (vr-vz) phase space at steady state. CX ions are visible as a wing of low velocity ions. Although CX ions 
begin with relatively low speed, the plume’s potential structure tends to drive these ions sideways and backwards, 
towards the spacecraft rather than away from it. 
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Figure 14. Phase space (r,z) and (vr,vz) plots of marker ions at the steady state. 

 
Fig. 15 illustrates the electric potential at the steady state. We can note a fall of ~50 V between the exit plane and 

the stagnation region, where a potential well develops spontaneously. The lobe structures seen directly on the side of 
the thruster exit are produced by the charge exchange plasma. 

 
Figure 15. Color plot of the plume plasma potential (V) in the far-field region at the steady state. 

 
Figure 16(a) shows the axial profiles of plasma potential in the near-field region. It is computed at two different 

radial positions, that is potential distribution across the magnetic field. One can see that at r=0 mm the potential at 
first increases as a function of the axial positions because electrons are trapped by the magnetic field effect and later 
decreases, since the value of magnetic field becomes relatively weak. At r=20 mm the magnetic field is substantially 
lower and the plasma potential increase is less marked. Figure 16(b) shows the radial profiles of the plasma potential 
calculated at two different axial positions, that is potential distribution along the magnetic field. The plasma 
potential decreases as the electron density according to the Boltzmann relation (16). Finally the overall behaviour of 
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the plasma potential is reported in Figure 16(c). One can see the potential wall structure developing spontaneously 
(for d=√(r2+z2)<0.04 m) to capture ions apt to neutralize those electrons which are trapped by magnetic field. 
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The radial distributions of ion current density measured at different axial positions are displayed in Fig. 17. The 

variation of the ion current density with axial distance from the thruster indicates that the ion flow begins as an 
annulus, and then merges into a single-body beam. Moreover on centreline (r=0 mm) the ion current density 
increases with axial positions lower than z=100 mm and then begins to decrease. This behaviour is attributed to the 
fact that the diverging annular ion beam overlaps at the centreline of the thruster with an angle of inner boundary of 
16° in accord with experimental measurements81. The discrepancy between model and experimental values in the 
low radial (r<3 mm) and axial (z=10 mm) positions is probably due to the effect of electron neutralizer position. 
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Figure 17. Plot of the steady state ion charge density, as a function of radial position, for different axial 
positions. Numerical results are compared with experimental results after Ref. 81. 
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the last seven years as a 
collaboration between IMIP-CNR o ge group of the stellarator theory division of the 
Max-Planck Institute für Plasmaphy  particular, a detailed representation of plasma-
wa

. 2005039049_005: “Dinamica dei processi 
elementary per la chimica e la fisica dei plasmi”. R. S. es funding of the work by the Initiative and 
Networking Fund of the Helmholtz Association

S., “Physics of closed drift thruster,” Plasma Sources Sci. Technol., Vol. 8, 
1999, pp. R1-R20. 

2Hobbes, G. D., and Wesson, J. A., “Heat flow thro r sheath in the presence of electron emission,” Plasma 
Phy

ds, 
Vo

hys. – Tech. Phys., Vol. 
21,

pp. 1379-1383. 

AIA

 
Pla

IV. Conclusion 
Different ab-initio PIC-MCC models of SPT-100 have been developed during 

f Bari (Italy) and the plasma ed
sik of Greifswald (Germany). In

ll interaction inside the acceleration channel and ion-neutral collision in the plume emitted from the thruster have 
made possible to better understand  the physics involved in this device. 
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